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1
HIGH PERFORMANCE STATIC TIMING
ANALYSIS SYSTEM AND METHOD FOR
INPUT/OUTPUT INTERFACES

FIELD

This patent document relates generally to the static timing
analysis (STA) of integrated circuit (IC) designs prior to
fabrication. In particular, the present patent document relates
to systems and methods of high performance multi-mode/
multi-corner (MMMC) and single-mode/multi-corner
(SMMC) solutions for input/output (I/O) mode STA runs.

BACKGROUND

In complementary metal oxide semiconductor (CMOS)
technologies, process variations during manufacturing have a
significant impact on circuit performance, such as timing.
The effect of these variations worsens as minimum feature
sizes scale down and as circuit complexity and die sizes
increase. In many of today’s integrated circuit design imple-
mentation flows, variability in devices and interconnects is
modeled by timing analysis and optimization of a design at
multiple process corners.

Generally speaking, timing analysis calculates circuit tim-
ing delays and ensures that those delays are within bounds as
specified by user constraints. There are two major types of
timing analyses, namely, static timing analysis (referred to as
“STA”) and dynamic timing analysis. Static timing analysis
calculates the individual delays associated with different por-
tions of a circuit and then generates a report detailing the
minimum and maximum delays associated with each possible
path and whether those delays meet user constraints. On the
other hand, dynamic timing analysis typically specifies an
event that may occur sometime within a certain time period
and then determines the timing along different paths of the
circuit in response to the event.

In conventional static timing analysis, models at various
process corners have significant pessimism built into them.
Generally speaking, pessimism refers to the extra timing mar-
gin (e.g., extra delay margin) added to make it more likely that
a device in the circuit is going to satisty specified timing
requirements. As the built-in pessimism of the models is
reduced, the reported worst-case timing slack for the circuit
typically improves.

With shrinking technology, timing closure has become
difficult because it is now possible to pack more functionality
on a smaller die, resulting in multiple modes of running the
chip. In addition to multiple modes, process variations may
require multiple corners, and complex architecture may
require multiple modes to be analyzed, and as a result the
timing closure in all the corners has become a very time-
consuming process. With new technologies like multi-mode
multi-corner (MMMC) analysis, the whole process of timing
closure has become overly exhaustive, time consuming, and
costly.

A typical chip has large number of input/output (“I/O)
interfaces, for example, audio, serial, or Ethernet. However,
not all interfaces can be analyzed together or under the same
conditions. Port multiplexing may be performed to achieve
different functionalities in different I/O modes. The same port
may get different delay constraints, case values, clock or data
signals depending on the [/O mode.

Many design configurations have a large number of 1/O
modes. Indeed, there are often more I/O modes than func-
tional modes. Users of STA tools generally understand this
and try to reduce the amount of STA work needed in various
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ways, such as by merging modes to reduce number of I/O
modes, or by trying to add some internal register-to-register
constraints to disable timing along certain paths.

These user-driven approaches are common and provide
some usefulness, but current timing tools are still limited in
that they are not tailored to limit the analysis to an active zone
of timing paths only, and instead still require a full STA
analysis. Moreover, these user-driven approaches are overly
complex and have multiple problems. Specific user-driven
approaches involve constraint sets that are much more com-
plex and which degrade performance. For example, such
user-driven approaches use too many extra constraints (for
example, setting false paths, setting clock groups, clock
duplication) to attempt to disable the non-I/O network. This
manual intervention from the user is also prone to errors that
result in either missing constraints or applying the wrong
constraints, which may disable real I/O paths. Current user
driven approaches also require a large amount of constraint
debugging ability to attempt to ensure the correctness of the
manual constraint generation. These approaches suffer a fur-
ther drawback in that the timing tool is not aware of user’s real
intent and hence still proceeds with a complete loading of the
design loading, complete loading of parasitic information
(usually in the form of “Standard Parasitic Exchange For-
mat,” or “SPEF”), delay calculation, and/or analysis of the
full design resulting in an overly large number of MMMC
views. In addition, user reporting scripts becomes too com-
plex as they try to use too many 1/O group_path constraints or
use complex report_timing commands (using report_timing-
from/through/to option) to focus on I/O paths only.

As digital circuit components have gotten smaller, the
number of process corners has increased exponentially, now
often ranging from 10-20 corners or more per analysis mode.
With this increased number of corners, full chip analysis for
all the modes may become unworkable as a large number of
STA runs have a large bearing on design timing closure cycle.
The increased number of corners can also lead to a larger
number of design changes since the number of variables
affecting timing have increased.

Also, analyzing signal integrity (“SI”) effects during a
large number of STA cycles adds another performance bottle-
neck to the system analysis. Chip designers typically do not
run SI analysis for all I/O modes because they do not have
sufficient time in their design cycle. Instead chip designers
tend to put high guard bands (timing derates) to add pessi-
mism that can cover SI effects. However, this can have a
bearing on the overall quality of results of the design.

Although the present methods are useful to a degree, there
still exists a need in the field for reduced runtime, reduced
error, and reduced memory STA runs. Thus, for at least these
reasons there is a need for more accurate and efficient meth-
ods and systems for MMMC STA runs for /O modes.

SUMMARY

Systems and methods of high performance multi-mode/
multi-corner MMMC) solutions for input/output (I/O) mode
STA runs, are disclosed and claimed herein.

To this end, systems and methods of high performance
multi-mode/multi-corner (MMMC) solutions for input/out-
put (I/0) mode STA runs are provided. In particular, a com-
puter implemented static timing analysis method for input/
output modes of an integrated circuit design is disclosed,
which comprises loading the integrated circuit design into a
memory of a computing device, wherein the integrated circuit
design is described in a hardware description language. An
active set of input ports and an active set of output ports is
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received. An active zone of the integrated circuit design is
defined, wherein the active zone comprises logic and inter-
connect between the active set of input ports, the active set of
output ports and a selected level of sequential logic elements
upstream from the active set of input ports and downstream
from the active set of output ports. The active zone excludes
functional logic between the selected level of sequential logic
elements upstream from the input port and downstream from
the output port. A description of the active zone is generated
using the hardware description language. Static timing analy-
sis is run on the logic of the active zone.

In another aspect, the generating step comprises modifying
the integrated circuit design by deleting interconnect and
logic that are not within the active zone.

In another aspect, the generating step comprises ignoring
interconnect and logic that are not within the active zone.

In another aspect, one of the active set of input ports or the
active set of output ports of the integrated circuit design is
selected to be analyzed.

In another aspect, timing data only for the active zone is
loaded into the memory of the computing device, wherein the
timing data comprises parasitic information and user con-
straints.

In another aspect, the selected level of one or more sequen-
tial elements comprises the first one or more sequential ele-
ments nearest the active set of input ports and the active set of
output ports.

In another aspect, the active set of input ports comprises an
input port that is a first point in a timing path and comprises a
first sequential element that is an endpoint of the timing path.

In another aspect, the active set of input ports comprises an
input port that is a first point in a timing path and comprises a
first sequential element and a second sequential element,
where the second sequential element is an endpoint of the
timing path.

In another aspect, the active set of output ports comprises
an output port that is an endpoint in a timing path and com-
prises a first sequential element that is a starting point of the
timing path.

In another aspect, the static timing analysis comprises a
multi-mode, multi-corner static timing analysis.

In another aspect, the static timing analysis comprises a
single-mode, multi-corner static timing analysis.

In another aspect, a system that performs static timing
analysis on input/output modes of an integrated circuit design
is disclosed. The system comprises a workstation having a
central processing unit and memory that stores an integrated
circuit design. The integrated circuit design is described in a
hardware description language.

The central processing unit is programmed to receive an
active set of input ports and an active set of output ports. The
central processing unit is also programmed to define an active
zone of the integrated circuit design. The active zone com-
prises logic and interconnect between the active set of input
ports, the active set of output ports and a selected level of
sequential logic elements upstream from the active set of
input ports and downstream from the active set of output
ports. The active zone excludes functional logic between the
selected level of sequential logic elements upstream from the
input port and downstream from the output port;

The central processing unit is also programmed to generate
a description of the active zone using the hardware descrip-
tion language and to run a static timing analysis on the logic
of the active zone.

In another aspect, the central processing unit is pro-
grammed to delete the interconnect and logic of the integrated
circuit design that are not within the active zone.
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In another aspect, the central processing unit is pro-
grammed to ignore interconnect and logic that are not within
the active zone.

In another aspect, the central processing unit is pro-
grammed to load timing data only for the active zone into the
memory of the workstation. The timing data comprises para-
sitic information and user constraints.

In another aspect, the selected level of one or more sequen-
tial elements comprises the first one or more sequential ele-
ments nearest the active set of input ports and the active set of
output ports.

In another aspect, the active set of input ports comprises an
input port that is a first point in a timing path and comprises a
first sequential element that is an endpoint of the timing path.

In another aspect, the active set of input ports comprises an
input port that is a first point in a timing path and comprises a
first sequential element and a second sequential element. The
second sequential element is an endpoint of the timing path.

In another aspect, the active set of output ports comprises
an output port that is an endpoint in a timing path and com-
prises a first sequential element that is a starting point of the
timing path.

These and other objects, features, aspects, and advantages
of the embodiments will become better understood with ref-
erence to the following description and accompanying draw-
ings.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included as part of
the present specification, illustrate the presently preferred
embodiments and together with the general description given
above and the detailed description of the preferred embodi-
ments given below serve to explain and teach the principles
described herein.

FIG. 1 illustrates the input models necessary for static
timing analysis.

FIG. 2 is a flow chart showing implementation of a multi-
mode, multi-corner static timing analysis for I/O portions of
a circuit design.

FIG. 3 shows the identification of an exemplary Level One
circuit path.

FIG. 4 shows the identification of exemplary Level One
circuit path with latches.

FIG. 5 shows the identification of exemplary Level One
and Level Two circuit paths.

FIG. 6 is a flow chart showing implementation of a multi-
mode, multi-corner static timing analysis for I/O portions of
a circuit design.

FIG. 7 is a flow chart showing implementation of a multi-
mode, multi-corner static timing analysis for I/O portions of
a circuit design and how it is integrated into a standard static
timing analysis workflow.

FIG. 8 shows a circuit where an I/O net is also in commu-
nication with an internal net of a circuit design.

The figures are not necessarily drawn to scale and the
elements of similar structures or functions are generally rep-
resented by like reference numerals for illustrative purposes
throughout the figures. The figures are only intended to facili-
tate the description of the various embodiments described
herein; the figures do not describe every aspect of the teach-
ings disclosed herein and do not limit the scope of the claims.

DETAILED DESCRIPTION

A method and apparatus for performing multi-mode,
multi-corner I/O mode STA runs is disclosed. Each of the
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features and teachings disclosed herein can be utilized sepa-
rately or in conjunction with other features and teachings.
Representative examples utilizing many of these additional
features and teachings, both separately and in combination,
are described in further detail with reference to the attached
drawings. This detailed description is merely intended to
teach a person of skill in the art further details for practicing
preferred aspects of the present teachings and is not intended
to limit the scope of the claims. Therefore, combinations of
features disclosed in the following detailed description may
not be necessary to practice the teachings in the broadest
sense, and are instead taught merely to describe particularly
representative examples of the present teachings.

In the following description, for purposes of explanation
only, specific nomenclature is set forth to provide a thorough
understanding of the various embodiments described herein.
However, it will be apparent to one skilled in the art that these
specific details are not required to practice the concepts
described herein.

Some portions of the detailed descriptions that follow are
presented in terms of algorithms and symbolic representa-
tions of operations on data bits within a computer memory.
These algorithmic descriptions and representations are the
means used by those skilled in the data processing arts to most
effectively convey the substance of their work to others
skilled in the art. An algorithm may be here, and generally,
conceived to be a self-consistent sequence of steps leading to
a desired result. The steps may be those requiring physical
manipulations of physical quantities. Usually, though not
necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transferred, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements, sym-
bols, characters, terms, numbers, or the like. It should be
borne in mind, however, that all of these and similar terms are
to be associated with the appropriate physical quantities and
are merely convenient labels applied to these quantities.
Unless specifically stated otherwise as apparent from the
following discussion, it is appreciated that throughout the
description, discussions utilizing terms such as “processing”
or “computing” or “calculating” or “determining” or “dis-
playing” or the like, refer to the action and processes of a
computer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
(electronic) quantities within the computer system’s registers
and memories into other data similarly represented as physi-
cal quantities within the computer system memories or reg-
isters or other such information storage, transmission or dis-
play devices.

Also disclosed is an apparatus for performing the opera-
tions herein. This apparatus may be specially constructed for
the required purposes, or it may comprise a general purpose
computer workstation having a central processing unit and
memory that is selectively activated or reconfigured by a
computer program stored in the computer. Such a computer
program may be stored in a computer readable storage
medium, such as, but is not limited to, any type of disk,
including floppy disks, optical disks, CD-ROMs, and mag-
netic-optical disks, read-only memories (ROMs), random
access memories (RAMs), erasable programmable read-only
memories (EPROMs), electrically erasable programmable
read-only memories (EEPROMs), magnetic or optical cards,
or any type of media suitable for storing electronic instruc-
tions, and each coupled to a computer system bus.

Any algorithms that may be presented herein are not inher-
ently related to any particular computer or other apparatus.
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Various general purpose systems may be used with programs
in accordance with the teachings herein, or it may prove
convenient to construct a more specialized apparatus to per-
form the required method steps. The required structure for a
variety of these systems will appear from the description
below. It will be appreciated that a variety of programming
languages may be used to implement the present teachings.

Moreover, the various features of the representative
examples and the dependent claims may be combined in ways
that are not specifically and explicitly enumerated in order to
provide additional useful embodiments of the present teach-
ings. It is also expressly noted that all value ranges or indica-
tions of groups of entities disclose every possible intermedi-
ate value or intermediate entity for the purpose of original
disclosure, as well as for the purpose of restricting the
claimed subject matter. It is also expressly noted that the
dimensions and the shapes of the components shown in the
figures are designed to help to understand how the present
teachings are practiced, but not intended to limit the dimen-
sions and the shapes shown in the examples.

Static timing analysis is a method to assess the timing of a
digital circuit using software techniques and certain models
that provide relevant characteristics of the digital circuit. The
various embodiments described in this patent document seg-
regate STA into two categories, functional STA and I/0 mode
STA. By treating functional STA and I/O mode STA sepa-
rately, efficiency is increased. Efficiency is increased because
the zone of active network for an /0O mode is relatively small
as compared to the full chip design. Thus, a STA tool can
leverage this to build a timing graph that proportionally cuts
down memory and runtime requirements with the size of the
active zone. For example, analysis has determined that in
most designs, one [/O mode can cover less than five percent of
the design.

FIG. 1 shows typical inputs to a STA tool 100. Inputs
include a gate level netlist 102, which is a model defining
components and their connections for the digital circuit being
tested. Library 104 includes the timing models required to
perform STA. An exemplary library model 104 is known as
Liberty format, which contains models defining the delays of
standard logic gates, e.g., AND, OR, NOT, Flip Flop, and
Latch, as well as models for chip variation and signal integ-
rity. Derate data 106 are modifications to delays and other
values provided by a user that take into account various per-
formance issues such as known process variations. Standard
delay format, or SDF, 110 specifies input delays of gates and
interconnect and generally conforms to a standard format.
Constraints 112 define the desired timing that the user
defines. The output of the STA tool 100 can be a timing report
114 and/or a file in SDF format 116.

FIG. 2 shows a high-level flow chart of the operation of the
MMMC 1I/0 STA methods described herein. At step 200, the
top level flow for an I/O mode STA run is defined. When
defining the top level flow, the user’s specifications regarding
the MMMC static timing analysis are read-in. The user’s
specifications identify, i.e., mark, the active set of input and
output ports for which the user wishes to run I/O mode STA.
The user also has the option to mark all the input and output
ports as active. The user’s specifications also specify the
number of register levels (which are discussed below) that
should be considered as active so that I/O mode STA is
performed only on the level of 1/O logic desired. In one
embodiment, an /O mode static timing analyzer can set the
default to one level of registers. The concept of register levels
is discussed below in the context of FIGS. 3-5. In addition,
step 200 can allow the user to specify logic blocks within the
paths that will be included in the static timing analysis.
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At step 202, the active zone for a given I/O mode is defined
based on the information provided in step 200, which will be
discussed in more detail below. At step 204, the netlist and
SPEF (i.e., parasitic) data is partitioned, which reduces the
design size for a given /O mode. At step 206, signal integrity
effects in the 1/O network are checked. At step 208, the
MMMMC static timing analysis is performed on the I/O.
Finally, at step 210, the user can change the design of the [/O
network, if desired, to optimize the timing of the circuitry.

An I/0O mode is either the set or subset of interface paths
connected to input and output ports on a chip design to be
tested during STA. In use, as discussed a user of the static
timing analysis tool marks the input ports and output ports of
interest which assists in selecting the active zone for static
timing analysis (step 200 in FIG. 2). To perform STA on an
1/0 mode, the active zone for a given mode must be deter-
mined, which is what is done in step 202. I/O paths are defined
as Level One paths and Level Two paths. One form of Level
One path is the logic in between an input port to a first level
sequential logic element. A second form of Level One path is
the logic in between an output port and first level sequential
logic element. A Level Two path includes all the logic and
interconnect between a first level sequential logic element
and a second level sequential logic element, as will be dis-
cussed. Note that in the embodiments described herein, only
Level One and Level Two paths are used for the STA. How-
ever, using additional path levels might be appropriate in
certain circumstances.

The manner in which Level One paths are defined is shown
in the examples of FIGS. 3-4. In F1G. 3, a circuit 300 is shown
which has a first Level One path comprising buffer 302, AND
gate 304 and the interconnect since this logic and interconnect
is in between input inl and Flip Flop 306. Thus, the Level One
path contains combinatorial logic and interconnect upstream
from input Inl that feeds Flip Flop 306. This cone of logic,
i.e., the fan in to Flip Flop 306 (the logic and interconnect
between In1 and the input to Flip Flop 306) will be an active
zone for performing static timing analysis. Flip Flop 306 can
be considered a first level sequential logic element. Likewise,
circuit 300 has a second Level One path between the output of
Flip Flop 310 and output Outl, which in this example com-
prises buffer 312 and the interconnect. Thus, second Level
One path includes combinatorial logic downstream from out-
put Outl and the output of Flip Flop 310. This cone of logic,
i.e., the fan out of Flip Flop 310 (the logic and interconnect
between the output of Flip Flop 310 and Outl) will also be an
active zone for performing static timing analysis. Flip Flop
310 can be considered a first level sequential logic element.
Internal logic 308 is not part of the active zone, and will not
have and static timing analysis performed on thereon during
the I/O mode STA process. Internal logic 308 contains the
logic between the first level sequential logic element at the
input and the first level sequential logic element at the output,
and is not necessary for input/output mode static timing
analysis. Therefore, the active zone for STA will exclude
functional logic between the selected level of sequential logic
elements upstream from the input port and downstream from
the output port since they are not part of the active zone. Thus,
for the data upon which STA is formed, internal logic 308 can
either be deleted or marked to be ignored.

FIG. 4 shows circuit 400 having different types of Level
One paths. In particular, circuit 400 has a latch 404 within the
Level One path between the input In2 and the input to Flip
Flop 408. Thus, this particular Level One path includes buffer
402, latch 404, combinatorial logic network 406 and all inter-
connect upstream from In2 to the input to Flip Flop 408. This
cone of logic, i.e., the fan in to Flip Flop 404 (the logic and
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interconnect between In2 and the input to FLIP FLOP 408)
will be an active zone for performing static timing analysis.
Flip Flop 408 can be considered a first level sequential logic
element.

Likewise, circuit 400 has a second Level One path between
the output of Flip Flop 412 and output Out2, which in this
example comprises buffer 418, latch 416, combinatorial logic
network 414 and interconnect downstream from Out2. Thus,
second Level One path includes combinatorial logic upstream
from output Out2, latch 416 and the output of Flip Flop 412.
This cone of logic, i.e., the fan out of Flip Flop 412 (the logic
and interconnect between the output of Flip Flop 412 and
Out2) will also be an active zone for performing static timing
analysis. Flip Flop 412 can be considered a first level sequen-
tial logic element.

Flip Flop 408 outputs signals to internal logic 410. Just as
with internal logic 308, internal logic 410 is not part of the
active zone for /O STA, and thus will not have static timing
analysis performed thereon. Internal logic 410 contains the
logic between the first level sequential logic element at the
input and the first level sequential logic element at the output,
and is not necessary for input/output mode static timing
analysis. Therefore, the active zone for STA will exclude
functional logic between the selected level of sequential logic
elements upstream from the input port and downstream from
the output port since they are not part of the active zone. Thus,
for the data upon which STA is formed, internal logic 410 can
either be deleted or marked to be ignored. Note that latches in
apipeline will always be included in the Level One path since
latches can remain active for high and low logic levels.

Certain I/O timing paths are known as “retiming” paths. An
exemplary retiming path loops a circuit’s internal clock back
to the input or output port. This looped back clock feeds first
level register, while a second level register is directly con-
nected to internal clock. In certain circumstances, this circuit
path comprising the first level register and the second level
register should have STA performed thereon. An exemplary
circuit 500 having Level Two paths is shown in FIG. 5. In
particular, Level One path comprises interconnect, buffer 502
and AND gate 503 since this interconnect and logic is
between input In3 and the input to Flip Flop 504. Flip Flop
504 can be considered a first level sequential logic element. A
Level Two path comprises interconnect and combinatorial
logic network 506 since they are between the output of Flip
Flop 504 and the input to Flip Flop 508. Flip Flop 508 can be
considered a second level sequential logic element. The out-
put Q of Flip Flop 508 also fed back to the D input of Flip Flop
504 through an inputto AND date 503 through loop back 509.

Similar to the above, circuit 500 contains an additional
Level One path that is comprised of interconnect and buffer
518. Buffer 518 is a Level One path because it is located
between the output of Flip Flop 516 and output Out3. Flip
Flop 516 can be considered a first level sequential logic ele-
ment. In circuit 500, combinatorial logic network 514 and
interconnect comprise a Second Level path since they are
between the output of Flip Flop 512 and the input to Flip Flop
516. Flip Flop 512 can be considered a second level sequen-
tial logic element Combinatorial logic network 510 and the
interconnect are not part of the active /O zone.

It should be noted that whether STA need be performed for
Level Two paths is dependent on the design, and in any case,
is unlikely to be necessary on the majority of I/O ports of a
design. Only those Level Two paths that will be active for a
particular I/O mode should have any STA performed thereon.
Likewise, for a particular STA run, the only portion of the [/O
clock network that is part of active I/O mode network should
have a STA run performed thereon.
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FIG. 6 is a flow chart showing, at a high level, how the
teachings described herein fit into a standard SMMC/MMMC
STA methodology. In particular, additional steps are per-
formed prior to actual timing analysis. At step 600, the user
will identify the /O ports for which STA will be performed.
Then, at step 602, the user will set the number of levels of the
1/O circuitry for which SMMC/MMMC STA will be per-
formed. A user can choose to perform SMMC/MMMC STA
on the full design, in which case the benefits provided by the
teachings herein will not be realized. However, the user can
also choose to have SMMC/MMMC STA performed on
either Level One 1/O paths or on both Level One and Level
Two 1/O paths. Together, steps 600 and 602 define the active
zone which will have SMMC/MMMC STA performed
thereon. After the active zone for /O SMMC/MMMC STA is
identified, at step 604, the STA tool reads the design, which
includes receipt of the information illustrated in FIG. 1.
Thereafter, at step 606, the user can perform timing signoff.
Finally, at step 608, the user can amend the design, if desired,
to improve timing performance or meet the timing specifica-
tions.

FIG. 7 is a flowchart showing how a standard STA tool is
modified to implement the various teachings described
herein, and provides additional detail to the process shown in
FIG. 6. Steps that are italicized are new steps that are not
necessary for SMMC/MMMC STA of a full design. As seen
in FIG. 4, in step 700, the gate level netlist 102 and library 104
are read. Since full chip STA is not going to be performed on
this netlist 102, the user need not load all of the timing related
attributes (shown in FIG. 1). Then, at step 702, the active zone
for SMMC/MMMC STA is identified by the user. Step 702 is
equivalent to step 600 discussed with respect to FIG. 6. As
part of the identification of the active zone, the user specifies,
in step 704, the levels of interest, i.e., Level One or Level One
and Level Two paths. Step 704 is equivalent to step 602 in
FIG. 6. After the active zone for 'O SMMC/MMMC STA is
determined, the tool, at step 706, deletes the interconnect as
well as the combinatorial and sequential logic gates in the
netlist 102 that are not part of the active zone for /O SMMC/
MMMC STA. This is generally performed by modifying the
Verilog or other hardware description language (HDL)
netlist, and ensures that the endpoints of the circuit paths that
are not Level One or Level Two paths are ignored during STA
runs. Alternatively, the interconnect, combinatorial logic and
sequential logic not part of the active zone can be marked to
be ignored.

In step 708, the netlist, e.g., Verilog, for the full design is
unloaded. Then, in step 710, the modified netlist generated in
step 706, also usually in Verilog, is loaded. Modifying the
netlist to remove non-1/O circuit paths results in a signifi-
cantly smaller database, and hence less memory usage in the
workstation in which SMMC/MMMC STA is performed.
After the modified netlist is loaded, the parasitic information
is loaded in step 712, which is usually in the form of a SPEF
database. Note that the amount of parasitic information that
must be loaded is significantly decreased since the netlist has
been reduced to include only I/O-related logic. This provides
significant advantages, as in the past, users would often limit
analyzing SI effects because the large amount of SPEF data
would render the process far too slow and cumbersome. To
compensate for this, users would use very pessimistic derates
106. This would allow for timing closure at sign off, but
would also lead to slower designs than necessary. Thereafter,
in step 714, the STA is performed on the I/O within the active
zone. Because the netlist has been significantly reduced in
size, STA will be much faster.
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Because all the I/O nets are available for MMMC and
SMMC STA using the teachings described herein, accurate
signal integrity analysis can be performed on all I/O nets
using actual timing windows and slew information. For I/O
nets that are coupled to internal nets (i.e., non-I/O nets),
however, the exact timing window information would not
normally be available. When loading the parasitic informa-
tion during step 712, one can ensure that the relevant infor-
mation for these internal nets is included. To do so, the para-
sitic information will assume an infinite timing window and a
preselected default slew for these internal nets. This ensures
that the impact of internal nets on the I/O STA is calculated
during the [/O MMMC and SMMC STA.

FIG. 8 shows an example of circuit 800 with an I/O net that
is coupled to an internal net. In particular, inputs A and B are
coupled to an AND gate 802. AND gate 802 is connected to
Flip Flop 806 through I/O net 804. I/O net 804 is also con-
nected to an internal net 808. Internal net 808 is not part of any
1/O path since it is not located between an input or output port
and the input to a register. In the example shown in FIG. 8,
internal net 808 is between the output of Flip Flop 810 and the
input to Flip Flop 812. The timing of signals sent of I/O net
804 will be affected by the signals on internal net 808. Thus,
the timing window and slew information in the SPEF infor-
mation for internal net 808 should be set to infinite and
default, respectively.

The various embodiments described herein provide several
advantages over prior practice. By defining the active zone for
STA to include only input/output modes, a user will be able to
perform more complete static timing analysis. For example,
because STA is only performed on various [/O modes, a user
will be able to obtain an accurate analysis of I/O coupled nets.
By segregating 1/0 and full design MMMC STA, challenges
associated with the full design’s MMMC STA are alleviated.
For example, currently users will usually only perform selec-
tive signal integrity analysis, thus performing STA for few
modes and the remaining modes, applying guard bands (der-
ates) and thus only performing pessimistic analysis. The vari-
ous embodiments described herein where /O STA is segre-
gated from full chip STA results in more accurate timing
closure, which relies on less pessimism, and therefore may
avoid a design change due to STA providing timing results
that are worse than what would actually be experienced.

Moreover, currently users add pessimism to the parasitic
SPEF data to take signal integrity issues into account during
STA. In particular, clock networks are of particular concern
during STA and are therefore handled with special focus since
clock networks drive all the logic in a user’s design. Thus,
users currently clean up clock networks for doing SI analysis,
which means adding extra pessimism to the complete data
network. Because the 1/O networks of interest have been
segregated from the full design, most of the logic (i.e., regis-
ter-to-register logic) has been removed. Thus, signal integrity
of'the clock itself need not be performed since segregated 1/O
allows computation of SI effects.

Moreover, General user expectation is not to analyze reset/
scan logic in /O specific modes which further reduces the
scope of active logic zone and hence further bolsters the
performance benefits of this solution. This is due to the fact
that reset/scan logic generally comprises a significant portion
of'adesign, butis not part of the I/O network. Performing STA
in the I/O network, where reset/scan logic is not included as
part of the active zone of the STA significantly improves
performance. Note that STA for reset/scan logic can be per-
formed during a STA run for the functional portion of a
design.
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In sum, because the MMMC STA is performed on the [/O
network, timing analysis is much faster, and also allows for
more complete analysis of the [/O network than would be
possible if MMMC STA is performed on the entire design.
Moreover, focusing on only the [/O network allows a user to
perform timing optimization and design changes on timing
violations that are caused by the I/O network, something that
was not typically done in the past because the /O STA gen-
erally set the derates, parasitic information, timing slack,
constraints, etc. to worst case.
Experience suggests that the embodiments described
herein provide significant advantages over prior methods of
performing MMMC STA. The inventors believe the current
cost of an additional analysis view ranges from 20% to 40%
in terms of runtime and memory. It is believed that segregat-
ing the 1/O nets from the full design will reduce between fifty
and eighty percent of the logic used in a circuit design. Seg-
regation therefore potentially allows the capacity of a system
to increase by 3x to 8x depending on the design context. In
other words, runtime and memory usage improves signifi-
cantly.
For example, if one assumes that a MMMC STA run will
analyze over twenty corners, it will not be possible to run all
corners in a concurrent session due to high memory require-
ments. Segregating the [/O nets from the full design will allow
concurrent sessions of all corners since the system will use
less memory than a full MMMC STA. This improves flex-
ibility for the user since static timing analysis can be per-
formed for multiple corners in a single run.
Although the embodiments have been described with ref-
erence to the drawings and specific examples, it will readily
be appreciated by those skilled in the art that many modifi-
cations and adaptations of the apparatuses and processes
described herein are possible without departure from the
spirit and scope of the embodiments as claimed hereinafter.
Thus, it is to be clearly understood that this description is
made only by way of example and not as a limitation on the
scope of the claims.
We claim:
1. A computer implemented static timing analysis method
for input/output modes of an integrated circuit design, com-
prising:
loading the integrated circuit design into a memory of a
computing device, wherein the integrated circuit design
is described in a hardware description language;

receiving an active set of input ports and an active set of
output ports;

defining an active zone of the integrated circuit design, the

active zone comprising logic and interconnect between
the active set of input ports, the active set of output ports
and a selected level of sequential logic elements
upstream from the active set of input ports and down-
stream from the active set of output ports, and which
excludes functional logic between the selected level of
sequential logic elements upstream from the input port
and downstream from the output port;

generating a description of the active zone using the hard-

ware description language; and

running a static timing analysis on the logic of the active

zone; and

performing timing signoff.

2. The method of claim 1, wherein the generating step
comprises modifying the integrated circuit design by deleting
interconnect and logic that are not within the active zone.

3. The method of claim 1, wherein the generating step
comprises ignoring interconnect and logic that are not within
the active zone.
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4. The method of claim 1, further comprising selecting one
of the plurality of input/output ports of the integrated circuit
design to be analyzed.
5. The method of claim 1, further comprising loading tim-
ing data only for the active zone into the memory of the
computing device, wherein the timing data comprises para-
sitic information and user constraints.
6. The method of claim 1, wherein the selected level of one
or more sequential elements comprises the first one or more
sequential elements nearest of the active set of input ports and
the active set of output ports.
7. The method of claim 1, wherein the active set of input
ports comprises an input port that is a first point in a timing
path and comprises a first sequential element that is an end-
point of the timing path.
8. The method of claim 1, wherein the active set of input
ports comprises an input port that is a first point in a timing
path and comprises a first sequential element and a second
sequential element, where the second sequential element is an
endpoint of the timing path.
9. The method of claim 1, wherein the active set of output
ports comprises an output port that is an endpoint in a timing
path and comprises a first sequential element that is a starting
point of the timing path.
10. The method of claim 1 wherein the static timing analy-
sis comprises a multi-mode, multi-corner static timing analy-
sis.
11. The method of claim 1 wherein the static timing analy-
sis comprises a single-mode, multi-corner static timing
analysis.
12. A system that performs static timing analysis on input/
output modes of an integrated circuit design, comprising:
a workstation comprising a central processing unit and
memory that stores an integrated circuit design, wherein
the integrated circuit design is described in a hardware
description language, the central processing unit pro-
grammed to:
receive an active set of input ports and an active set of
output ports;

define an active zone of the integrated circuit design, the
active zone comprising logic and interconnect
between the active set of input ports, the active set of
output ports and a selected level of sequential logic
elements upstream from the active set of input ports
and downstream from the active set of output ports,
and which excludes functional logic between the
selected level of sequential logic elements upstream
from the input port and downstream from the output
port;

generate a description of the active zone using the hard-
ware description language;

run a static timing analysis on the logic of the active zone
perform timing signoff.

13. The system of claim 12, wherein the central processing
unit is programmed to delete the interconnect and logic of the
integrated circuit design that are not within the active zone.

14. The system of claim 12, wherein the central processing
unit is programmed to ignore interconnect and logic that are
not within the active zone.

15. The system of claim 12, wherein the central processing
unit is programmed to load timing data only for the active
zone into the memory of the workstation, wherein the timing
data comprises parasitic information and user constraints.

16. The system of claim 12, wherein the selected level of
one or more sequential elements comprises the first one or
more sequential elements nearest the active set of input ports
and the active set of output ports.
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17. The system of claim 12, wherein the active set of input
ports comprises an input port that is a first point in a timing
path and comprises a first sequential element that is an end-
point of the timing path.

18. The system of claim 1, the active set of input ports
comprises an input port that is a first point in a timing path and
comprises a first sequential element and a second sequential
element, where the second sequential element is an endpoint
of the timing path.

19. The system of claim 12, wherein the active set of output
ports comprises an output port that is an endpoint in a timing
path and comprises a first sequential element that is a starting
point of the timing path.

#* #* #* #* #*
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